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Coding Theory in Plain English

When we send messages on a disturbed channel it is possible that
one or more errors occours, thus we would like to be able to
correct them.

For example if I sent you the message:
ATTAXK THE ENEMUES AT DAWB
you will be able to recover the original message.

This happens because the english words bring a quantity of
redundant information (in fact not every characters combination is
an english word).
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Idea

Figure: Example idea of Error correcting codes
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Definition (Linear code)
A linear [n, k]-code is an injective linear map:

C(n, k) : Fk
q → Fn

q

This map is uniquely identified by the linear subspace of the image
in Fn

q, thus we call codewords the vectors of the image.
Sometimes to define the linear code we consider only a subspace C
of dimension k in Fn

q.

Using this map we can add n − k bits of redundant information to
the input string. The matrix G that represents the linear code is
called Generator matrix.
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Dual code

We can also associate an n − k × n matrix H called Parity-Check
matrix, that contains the equations of the linear code.
The parity check matrix can also be seen as the generator matrix
of the dual code, i.e.

Definition
Given an [n, k] code C we can define the dual code C⊥ as the
ortogonal space to C
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Example I

For example if we want to send a 2 bit message and correct at
least one error we can use this linear code:

G =
[

1 0 1 1 1
0 1 1 0 1

]
and H =


1 1 1 0 0
1 0 0 1 0
1 1 0 0 1


thus we encode the 2 bit strings as:

(0, 0) 7→ (0, 0, 0, 0, 0)
(0, 1) 7→ (1, 0, 1, 1, 1)
(1, 0) 7→ (0, 1, 1, 0, 1)
(1, 1) 7→ (1, 1, 0, 1, 0)
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Distance

Definition (Hamming Distance)
The distance of two points is the number of different coordinates:

d(x, y) = #{i | xi ̸= yi}

For example
d((0, 0, 1, 0, 1), (0, 1, 1, 0, 0)) = 2

We define the minimum distance of a linear code the minimum
Hamming distance between any two codewords.
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Example II

To have an idea of what’s happening we use graphs.

Here vertices will represents strings and the vertices will be
connected if the strings have Hamming distance 1 (we can pass
from one to another with one flip).

Figure: Representation of F2
2
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Figure: Immersion of F2
2 in F5

2
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Algorithm description

1 The first phase consist in the encoding: we add information to
a k bit string through a matrix, obtaining a codeword c.

2 Then the message is sent over a noisy channel, if r is the
recived codeword we assume that

r = c + e

where e is the error occorred.
3 The decoding algorithm is then able to invert a fixed number

of errors looking for the nearest codeword.

We can see that if d is the minimum distance, then we can correct
t errors if t ≤ 2d − 1.
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Suppose that we want to send (0, 1). We encode it as
(0, 1, 1, 0, 1), but then (0, 1, 1, 0, 0) is received.
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Cyclic codes

15/64



Definition(s)

There are several way to define cyclic codes, some better than
others. A simple one is

Definition
A code C over Fq is said cyclic if it is closed with respect to the
shift operator

It is possible to have another one more interesting and algebraic.
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Algebraic definition

Consider the ring:
Cq,n := Fq[x ]

xn − 1
We can associate an element c = (c0, ..., cn−1) ∈ Fn

q to a
polynomial

c0 + c1x + ... + cn−1 xn−1 ∈ Cq,n

And so we can also define:

Definition
A code is said cyclic if it can be associated (using previous
association) to an ideal I ⊆ Cq,n
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There is another one very simple that emphasizes the algebraic
structure used.
Consider the splitting field F := Fqm of xn − 1 ∈ Fq[x ] and ξ ∈ F a
primitive n-th root.
Define a subset C = {i1, ..., ir } ⊂ {1, ..., n }, called defining set.

Definition
The cyclic code associated to C is:

C = { c(x) ∈ Cq,n| c(ξi ) = 0 for all i ∈ C}

A defining set is said complete defining set of C if it is the maximal
that defines the code.
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Definition

Remark
Let C = {i1, ..., ir } ⊂ {1, ..., n } be a complete defining set of a
code C. Then a possible form for the Parity-Check matrix is:

H =


1 ξi1 ξ2i1 . . . ξ(n−1)i1

1 ξi2 ξ2i2 . . . ξ(n−1)i2

...
...

... . . . ...
1 ξir ξ2ir . . . ξ(n−1)ir

 (1)
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Decoding and syndromes
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Syndromes

Given a received word r = c + e we can evaluate the syndrome of
it by applying the matrix H:

sT := HrT = H(c + e)T = HcT + HeT = HeT

This can be seen also in polynomial form as :

si = s(ξi ) := (r)(ξi ) = (c + e)(ξi ) = c(ξi ) + e(ξi ) ∗= e(ξi )

where ∗ holds for indexes in the defining set C of the code.
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So to recap syndromes can be evaluated using the received
polynomial, but depends only on the error vector. Suppose now
that less then equal t errors occurred, so we have:

e = (0, ..., 0, ej1 , 0, ..., 0, ejl , 0, ..., 0, ejt )

thus jl are the error positions and ejl the values.
At polynomial level for i ∈ C we have:

si = r(ξi ) = e(ξi ) =
t∑

l=1
ejl · (ξi )jl =

t∑
l=1

ejl · (ξjl )i (2)
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Working envirorment

For notation simplicity index C as {i1, ..., ir } where r = n − k.
Consider the polynomial ring

Fq[x1, ..., xr , z1, ..., zt , y1, ..., yt ]

Here we have that:

xu represents the syndromes
zl represents the error positions, in fact zl = ξjl

yl represents the error values

23/64



Naive Syndromes variety

Remark
With the previous notation the equation 2 can be written as:

0 =
t∑

l=1
yl · (zl )iu − xu =: fu (3)

for u ∈ {1, ..., r}.

So if we substitute xu with the known syndromes we have that the
error positions and values are points of the variety

V(fu(si1 , ..., sir ), u ∈ {1, ..., r}) ⊂ F2r
q (4)
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We need to add relation to our variety:

1 The syndromes lie in Fqm , so we add

χu := xqm
u − xu

2 The error locations are zeros or n-th root of unity , so we add

hl := zn+1
l − zl

3 The error values are in Fq \ {0}, so we add

λl := yq
l − 1
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CHRT-syndrome variety

Consider the collection of polynomials:

FC = { fu, χu, hl , λl for 1 ≤ u ≤ r , 1 ≤ l ≤ t} (5)

Definition
The zero-dimensional ideal IC generated by FC is called
CHRT-syndrome ideal associated to the code C, and the variety
V(FC) defined by FC is called a CHRT-syndrome variety, after
Chen, Reed, Helleseth and Truong ([Che+94b; Che+94c;
Che+94a]).
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Groebner Basis

27/64



Monomial order

Definition
Consider a total order � on Nn (i.e. a binary relation on Nn that is
reflexive, antisymmetric, transitive and total), we say that it is a
monomial order if, for all a, b, c ∈ Nn we have:

(0, ..., 0) � a
a � b implies a + c � b + c

An important example is the lexicographical order, in which
a <lex b if the leftmost nonzero entry of b − a is positive. For the
lexicographical we can also change the order of the variables using
a permutation.
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We can define the initial of a polynomial f with respect to the
monomial order � as the �-largest monomial between the one
appearing with non-zero coefficent in f . Given an ideal I of a
polynomial ring we can define also the initial ideal as:

in�(I) = ⟨in�(f ) : f ∈ I \ {0}⟩

Proposition
For any field k and monomial order �, given an ideal I there exists
a finite subset G such that:

in�(I) = ⟨in�(f ) : f ∈ G⟩

In this case G is called a Groebner basis for I with respect to �.
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Reduced Groebner basis

It is obvious from the previous definition that the Groebner Basis is
not unique, but we can achieve this with the following
requirements:

Definition
A Groebner basis G for the ideal I with respect to � is reduced if
the following holds:

Each polynomial of G is monic.
For each f , g ∈ G we have that in�(h) does not divide any
monomial of g .

It is possible to prove that any ideal has a unique reduced groebner
basis.
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Calculation of Groebner Basis I

The most known algorithm for computing Groebner basis is the
Bucheberg algorithm, it starts from a set F of generators for the
ideal, then:

1 Define G := F
2 Insert all the pairs of different elements of G in the set P
3 Until the set P is empty take an element in it and compute

the normal form h of its s-polynomial with respect to G . If
h ̸= 0 then:

1 Add to P the pairs (h, g) for all g ∈ G .
2 Add h to G .
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Calculation of Groebner Basis II

As you can see from the the complexity of the algorithm is clearly
at least exponential, in fact computing Groebner basis is a very
difficult task, even for easy ideals. At today state of the art the
most efficients algorithms are the Faugère F4 and F5, that are
implemented in:

SageMath implements both of them
MAGMA implements F4
Maple implements F4
SINGULAR implements F5
Faugère’s own implementation of F4 can be found on [Fau]
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Figure: Complexity of the F5 algorithm from [BFS15]
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Elimination Theorem

Theorem (Elimination theorem)

Set R = F[x1, ..., xn], and use the order <lex with
x1 <lex x2 <lex ... <lex xn.
Let I ⊂ R be an ideal and G a Groebner basis of I with respect to
<lex . Then G ∩ F[x1, ..., xl ] is a Groebner basis of I ∩ F[x1, ..., xl ].
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Error locator polynomial
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Error locator polynomial

If we have jl , 1 ≤ l ≤ t as the error positions for the received word
we would like to find the error locator polynomial, that is a
polynomial having as roots the error locations ξjl :

L(z) :=
t∏

l=1
(z − ξjl ) (6)

Observe that a polynomial of this kind should be in the syndrome
variety when considered the evaluation of the known syndromes
and intersected with Fq[z1].
Maybe we can use Groebner Basis?
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Cooper’s Philosophy I

Figure: That’s actually the idea of Cooper in the article [Coo92]
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Cooper’s Philosophy II

Figure: These are the polynomials fu in F2 with the assumptions that
exactly t errors occurred and using χu to remove equations
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Cooper’s Philosophy III

Figure: Here we are using elimination theorem (8) and that its roots are
the error locations
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General error locator polynomial

Definition
Let LC be a polynomial in Fq[x1, ..., xr , z ].Then LC is a general
error locator polynomial of C if

1 LC = z t + at−1z t−1 + ... + a0, with aj ∈ Fq[x1, ..., xr ] for all j
2 Given the syndromes s1, ..., sr ∈ Fq, corresponding to an error

of weight µ and error locations {k1, ..., kµ}, if we evaluate the
xi variables with si , then the roots of LC(s1, ..., sr , z) are
exactly { ξk1 , ..., ξkµ , 0, ..., 0}, i.e.

LC(s1, ..., sr , z) = zn−µ
µ∏

l=1
(z − ξkl ) (7)
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Finding the general error locator polynomial

Goal
Use the CHRT-syndrome ideal to find the general error locator
polynomial associated to the code C using the Elimination
Theorem

The problem is that now the variety contains too many points, we
need to remove some of them, called also spurious.
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Spurious points

In the article [OS05] they observed that such points are of the type:

(ξk1 , ..., ξkµ , ζ, ζ, 0, ..., 0, ŷ1, ..., ŷµ, Y , −Y , y1, ..., yt−(µ+2)) (8)

Solution
We can solve this adding the polynomials:

pi ,j := zizj
zn

i − zn
j

zi − zj

Define so F ′
C as the union of FC and pi ,j for 1 ≤ i < j ≤ t.
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A particular structure for Groebner basis

Figure: From the article [OS05]
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Where we have that:

1 GX is the Groebner basis intersected with Fq[x1, ..., xr ]
2 Gi = G ∩ Fq[x1, ..., xr , zt , ..., zi ]
3 Giδ = {g ∈ Gi \ Gi+1 : degzi (g) = δ}
4 gii1 = z i

i +
∑i−1

l=0 alz l
i for al ∈ Fq[x1, ..., xr ]

Remark

It is possible to see that for gtt1 are equivalent:
There are exactly µ ≤ t errors
al (s) = 0 for l < t − µ
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Main result

Theorem (Theo 6.9 [OS05])
Each cyclic code C admits a general error locator polynomial LC ,
that is also an element of the Groebner basis of the ideal generated
by:

F ′
C = {fu, χu, hl , λl , pi ,j for 1 ≤ u ≤ r , 1 ≤ l ≤ t, 1 ≤ i < j ≤ t}

with the lexicographical order induced by

x1 < x2 < ... < xr < zt < ... < z1 < y1 < ... < yt
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Proof.
It is enough to use theorem in figure 43, in particular we have to
take the polynomial

gtt1(x1, ..., xr , zt),

that is unique and with the required properties of degrees, ring of
definition and leading term equal to 1.
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Proof.
We need only to prove that the roots are exactly the error
locations. This is proven in Lemma 6.4 of [OS05].
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Proof.
In particular given the known syndromes we can define
Is
C := I ′

C ∩ ⟨xiu = siu ⟩1≤u≤r , such that V(Is
C) are the extension of the

errors locations and values for the known syndromes.
At this point we have that:

V(gtt1) ⊇ V(Gt) Elim= V(Is
C ∩ Fq[zt ]) ⊇ π(V(Is

C)) = {0, ξk1 , ..., ξkt }

And using the remark 3 we can end the proof.
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Matroids
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Generalization of independence

The concept of matroid generalize the ideas of linear
independence and of cycle free in graph theory.
The three key properties that we want to generalize are:

1 the empty set is linear independent
2 a subset of a set of linear independent vectors is again linear

independent
3 Given two sets of linear independent vectors, one greater than

the other, is possible to extend the smaller one with a vector
of the other set
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Definition

Definition
A matroid is a pair (E , I) where E is a finite set and I a
collection of subset of E such that

1 ∅ ∈ I
2 If I ∈ I and S ⊂ I then S ∈ I
3 If I, J ∈ I with |I| < |J | then there exists j ∈ J \ I such that

I ∪ {j} ∈ I
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Associated objects

For any matroid M := (E , I) we can define the following objects:

dependent sets D = {D ⊆ E : D /∈ I}
circuits C = {C ⊆ E : C /∈ I, ∀c ∈ C : C\{c} ∈ I}

rank function r(J) = max
{∣∣J ′∣∣ : J ′ ⊆ J , J ′ ∈ I

}
bases B = {B ⊆ E : r(B) = |B| = r(E )}
flats F = {F ⊆ E : ∀e ∈ E\F : r(F ∪ {e}) > r(F )}

Any of these can be used to define the matroid uniquely.
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Matroids associated to matrices

Consider a k × n matrix G in a finite field F, this matrix define a
code C when seen as generator matrix.
We can associate a matroid MG := (E , IG) to G defined as:

E = {1, ..., n}, the set indexing the columns of G
IG contains the subsets I such that the columns {Gi}i∈I are
linearly independent
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Matroids associated to codes

Proposition

If G1, G2 two generator matrix of the same [n, k]-code C then

MG1 = MG2

So we can define the matroid MC associated to the linear code C
as MG for any G generator matrix.
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Definition
Let M1 = (E1, I1) and M2 = (E2, I2) be matroids. A map
ϕ : E1 → E2 is called a morphism of matroids if I dependent in M1

implies ϕ(I) dependent in M2.
ϕ : M1 → M2 is an isomorphism if it is invertible and I ∈ I1 if and
only if ϕ(I) ∈ I2

Definition
Let M = (E , I) be a matroid, the we can define the dual matroid
M∗ = (E , I∗) as I∗ := { I ⊆ E | ∃B ∈ B.I ⊂ E \ B}.
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Analogies between duals I

Theorem

Let C be a linear code, then we have that

(MC)∗ ≃ MC⊥

Proof
The isomorphism map is the identity. Now consider an
independent subset I of the dual matroid, without loss of generality
we can assume that I is contained in the complement of the basis
{1, ..., k}.
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Analogies between duals II

Proof.
Since we have seen that from proposition 6.1 we can choose
arbitrarly the generator matrix and assume it to be in systematic
form. So we have that:

G = (Idk |R) and H = (R⊤|In−k)

And so we have that I is trivially indipendent for MH .

The other implication is analogue, we only have to assume for I to
be contained in the basis {k + 1, ..., n} and use the same idea.
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Analogies between MDS and uniform I

Definition
Let n and k be non-negative integers such that k ≤ n. Let
In,k = {I ⊂ [n] : |I| ≤ k}. Then Un,k = ([n], In,k) is a matroid that
is called the uniform matroid of rank k on n elements.

Fixed the parameters n, k from the Singleton bound we have that
d ≤ n − k + 1, a code is maximum distance separable (MDS) code
if it achieve equality.

Proposition
An [n, k]-code C is MDS if and only if the matroid MC is the
uniform matroid
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Analogies between MDS and uniform II

To prove the previous proposition it is enough to use the following
theorem:

Theorem (Proposition 2.2.5 of [Pel+17])
Let C be an [n, k, d ] code with G as generator matrix and H as
parity check matrix. Then are equivalent:

1 C is an MDS code,
2 every (n − k)-tuple of columns of a parity check matrix H are

linearly independent,
3 every k-tuple of columns of a generator matrix G are linearly

independent.
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Analogies between MDS and uniform III

In the previous theorem the implication 1 ↔ 2 is a classical result
from coding theory, while the implication 2 if and only if 3 can be
proved using matroids and theorem 14.
Infact the thesis becomes:

MG uniform ⇐⇒ (MG)∗ uniform
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